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Data Science Challenge: Solutions that use extant 
hardware and leverage open source software 

 
  Open Source Ecosystem 

Falling hardware prices 

Storage 
 

100 Terabyte (Cost $10000) 
Tens of multi terabyte disks  
Read speed: several GB/s  
  
1 Petabyte Storage System 
(Cost $100,000) 

Processing 
 

Server ($10,000) 
4-8 processors, 512GB 
Billion tuples/second 



Source: http://jilldyche.com/2012/12/04/big-data-and-discovery/ 

Data Science Opportunity: Enable Novel 
Applications 

 
Novel techniques for 

processing and 
storing data 

Novel technique for 
modeling, analyzing 
and visualizing data 

Background in core 
algorithmic, 
statistical, 

architectural 
concepts a 

requirement 
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Machine Learning for Spatio-temporal Datasets 
(with Rangarajan) 
Remote Sensing for Climate Modeling 

 

 Physics-based feature detectors for 

CFD applications 

Machine learning Physics-based 

Semi Supervised 
Learning for Expert 

In the Loop 

Terabyte Size 
Dataset per 
Simulation 



Understand Relationship between Aging, Mobility 
and Physical Activity (Manini) 
 

Actigraph GT3X  

 

 

 

	

Several GB per 
patient 

Hundreds of 
Patients  

Semi Supervised 
Classification for 
Multimodal Data 



Modeling Mobility Behavior 
(with Helmy) 
User Internet Information: 

1. Spatial and location-based 
information (buildings) 

2. Temporal information (Sessions 
times and duration) 

3. Interest-based information (web 
domains visited) 

4. Load and traffic information (flow 
rate and packet rate) 

 

 

Terabytes per week 

Hierarchical Clustering 
Change Detection 



Real Time Change Detection using Synthetic 
Aperture Radar (with Sahni) 

 Tiled data decomposition used to facilitate  

 parallelism between GPUs, and also within the GPU.  

 Throughput on cluster of 10 Tesla C2050s: 120 Gflop/s per GPU. 

Devices  
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Each thread 

does 1 
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Streaming  

Multiprocessors 
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Range Bins 

Output Image 

Velocity: 1 Gigabyte 
per second 

Limited Energy 

Knowledge based  
Change Detection 



Hardware Software Co-design for Exascale 
Simulation (with Balachandar et. al.) 

Terabyte to Exabyte 
Size Dataset per 

Simulation 

Multi level modeling 
of performance and 
energy requirements 
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B 

A 

feasible objective  

space 

Power (T, M) 

Schedule 

(T, M) 

Energy Minimization for Mobile Bigdata  
(with Mishra) 
  

 

Multicore Low 
Energy Processor 
 Terabyte disk 

Tradeoff between 
Energy and 

Performance 



 
 
 
 
 
 
 
 
 
 
 
 
 
 

Application Driven Project 

Data Science Curriculum (with Rangarajan and Wang) 

Curriculum Design 
underway 


